Decisions! Decisions!

Modelling the costs of a commercial
data archive service

/Arkivum

Every bit archived
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» Context - a (very) brief introduction to Arkivum
* Questions to which we needed answers

* Key drivers in the model

 Some of our answers

* Conclusions
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Arkivum 1n 60 seconds
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Fully automated and Audited and certified Data escrow, exit
managed solution to 1SO27001 plan, no lock-in

© Arkivum 2015/3




London

Communities & markets e
Kew uS

ROYAL BOTANIC GARDENS

University of Sussex
THE UNIVERSITY W

B Loughborough
University

Higher

Education

U@ i UNIVERSITY OF LEED

University of

MANCHESTER East London
1824
N The University of Manchester AStOn UnlverSlty Comville & Caiue
kQS' Q Que en s University
= Unlvl;!ﬂetyeofrl:lonMary Q National Institute

o for Medical

o® MRC | o
UNIVERSITY OF . U|CC

Southampton Compete Gorire ™

© Arkivum 2015/4




Communities & markets
Heritage Rt k-

PR Y

== ITCE{AE\NCIS
N ]
L —g—— CRICK
P2 2N] INSTITUTE

) 4 Bristol Genetics
‘ﬁLaboratory

@ NEWVOICEMEDIA
OXFORD L'g‘

Molecular Diagnostics \
Centre .
PHE=X g

S| The TMF Experts ©
OXFORD ®ARUS S CCFE
FERTILITY UNI] —§T FUSION ENERG)
s o s il Building
o Supplies
Healthcare at your fingertips

Kuwait Investment NLW IO LOGRY OF SNES /A
Office o © Arkivum 2015/5

[ ife Sciences

North Bristol m

NHS Trust

IMAanova

Centre for Imaging Sciences

exco

Nellsonfe




Kew Gardens - Case Study

Since the beginning of IT at Kew in the .
mid-1980s, Kew staff have been transferring
data from physical media to digital, creating

new data about the collections, deriving data
from experimentation and analysis, and, more ROYAL BOTANIC GARDENS

recently, creating digital representations of the
physical objects in the collections themselves. Data grOWth;

S5PB over 8 years

e —
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Genomics England 2
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Francis Crick Institute - Lifeboat Project
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Consolidating 2.1PB of Isilon storage
Archiving critical data

Moving staff and equipment to Brill Place

Data growth:
2PB Ingest over 3 months
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Arkivum Infrastructure
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Current bulk storage choice: IBM TS4500 & LTO tape
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UP TO 160MB/s UP TO 240MBJs UP TO 280MB/s UP TO 400MB/s UP TO 733MB/s UP TO 1130MB/s UP TO 1770MB/s UP TO 2750M8B/s

ADDRESSING YOUR STORAGE NEEDS
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Background to our latest cost
model
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Questions...

* Nearline tape or HDDs for the DC copy of data?

Enterprise tape or LTO tape?
When to migrate between tape generations?

Use of commercial ColLo DCs or building our own

facility?

What makes sense for small or large scale
archives?

Should we use third-party cloud services?
How much does it cost to preserve a TB of
data for the next 10 years?
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Key drivers in the model

HDD storage
_ system costs
Data ingest rates

Quadratic Hardware
rising to ~300PB maintenance costs
over 10 years .
Media costs

Tape frame costs

Communications
costs

Tape drive costs
Media density and
speed projections DC footprint costs
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LTO tape generations
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Spectra Logic Historical Media List Pricing — Normalised Capacity Normalised Speed
80.00 120
1
()
20.00 80
.00
00
yU.0U 40
.00
).00
\ 0
5585533203222 8908ddaddaaadanmmmm< SIS d 103 LTO4 LTO5 LTO6 LTO7 LTO8 LTO9 LTO10
S22 3883288352882 848ss2388s288s2388s28a8 s
l LT —_— I
https://ledge.spectralogic.com/index.cfm?fuseaction=home.displayFile&DoclD=4732 LTO roadmap http://www.lto.org/technology/what-is-Ito-technology/

Note that Spectra list prices are higher than high-street media prices due to the Spectra
media assurance programme.

Drive prices tend to increase by about 10% each generation
Capacity grows faster than read/write speed

DC cost savings through smaller footprint are offset by the increased price per cartridge in
the early days of release - wait until $/TB parity before adopting new generation
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https://edge.spectralogic.com/index.cfm?fuseaction=home.displayFile&DocID=4732
http://www.lto.org/technology/what-is-lto-technology/

Enterprise media vs LTO

&g )

1. Higher capacity media 1. More expensive media cost per
2. Faster read/write performance 1B
3. Lower DC costs 2. More expensive drives
4. Higher reliability 3. More expensive support and
5. Drive migrations allow greater maintenance
capacity from older media 4. More drive hours to migrate to
make us of 5

Enterprise tape offers no 5. Difficult or impossible to mix

significant cost saving over LTO LTO and Enterprise within same
with higher media and drive costs library

offsetting savings in DC space.
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Media migration strategies

00000

. — Total tapes (LTO6)
The optimum strategy has three ﬁT\
components: — Total tapes (LTO7)

1. Qse all LTQ generations in the Total tapes (LTO8)
library and ingest new data onto the
|atest generation. — Total tapes (LTO9)
2. Migrate data every other generation, t .
, otal tapes used in
l.e. LTOS to LTO7, LTOO6 toLTO8.

libraries
3. Migrate data slowly rather than / / / \

ASAP, i.e. If a generation is in play
for say 2.5 years when ingesting
data, then take 2.5 years to migrate
it off agan. .
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Media Migration
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LTO8
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Media Migration

Total
Data

Total
Data

© Arkivum 2015/19




Overall costs - DC ColLo
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L. quarterly ops staff cost

. quarterly escrow cost (exc. media)
. quarterly support cost

L. quarterly hardware cost

_ quarterly media cost

L. quarterly extra network cost

.. footprint cost (professional DC)
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Conclusions




Conclusions
Based on our costs and data growth rates

LTO is more cost effective than Enterprise

DC footprint costs are highest proportion, followed by

media

Adopt new LTO generations as soon as $/TB parity

Migrate every other generation

DIY DC costs are dominated by network costs
1st year costs fall by 98% by the 10" year
Finally...
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How much to store 11B for
10 years?

It’s still hard to tell...
Assuming “scale”...
Less than $600...
Probably!
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jim.cook@arkivum.com
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+44 1249 405060
www.arkivum.com
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http://www.arkivum.com

